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SMALLEST  IMPORTANT

A

BIFFERENCE  BETWEEN  SYSTEMS
CONELICTIONS PER  HOUR

1.5
4.0
3.5
6  SUBIECTS
a= f3=005
3.0 —
25—
& SUBJECTS,
a= 3=0.10
TS~ 10 SUBIECTS,
2.0 = a= R=0.05
10 SUBJECTS,
a= RB=0.10
1.5 | | ) |
0 1 2 3 4

NO. OF 1-HOUR TESTS

FIGURE 15. GRAPH OF POWER
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Paired t Test

FOUR BASIC NESIGNS 2 x 2 Repeated Measures ANOVA
2 x 3 Repeated Measures ANOVA

Separate t Test

Confliction Factor

TEN MEASURES Occupancy Factor
Communication Factor
Delay Factor

l.ow

THREE DENSITY LEVFLS Med tum
High

.20
ALPHA ERROR LEVELS .10

.05
.0l
.20
BETA FRROR LEVELS .10

.05
.0l
NUMBER OF SUBJECTS 6 to 20

NUMBFR OF REPLICATIONS 1 to &

Conflictions (5 mi.)

Alrcraft Time UInder Control

Duration of fround Air Com,

Total NDelay Time

Number of Aircraft Handled

Fuel Consumption TTnder
Control

DFELTA (DETECTARLE INCREMENT) - in respective measures above

FIGURE 16, POWER TARLE STRUCTURE

81



These are cases 1In which 1mportant and expensive systems are tested, but
because the power has not been adequately considered and thought about, the
results which seem like clear improvements are found to be not significantly
different from existing systems. This is likely if no allowance is made for
the beta error and if the alpha level selected 1is toc stringent for this
purpose, leading to the erronecus finding of no significant difference.

AN EVALUATION OF THE INDEX OF ORDERLINESS

ANALYSIS. Frequently, new ideas for ATC system measures are suggested. 1t
would be useful to have a method for evaluating such ideas. It is suggested
here that a data base like the SEM data can be useful for this purpose. As an
example of how that might be done, a brief examination is made of the measure
“the index of orderliness” which had been omitted from the original list of
measures. This measure was developed by Halvorsen at the FAA National Aviation
Facilities Center (reference 10) and has been studied in various places, but
has rarely been used in dyamic simulation studies of en route systems. It was
examined as a way to evaluate alr traffic¢ control systems by Gent at the Royal
Radar Establishment (RRE)} (reference 1l), and was applied in a U.S.
Transportation Systems Center study ({reference 12) cited by Horowitz in
connection with his study of the ARTS IIl system (reference 13). The RRE
thought it was a promising measure, and the Horowitz study group found it was
highly related to time duration of the state of confliction.

As has been explained earlier, it was possible to re-score the basic data tapes
containing the records of the simulation exercises. For scheduling reasons, it
was decided to re-score only the SEM I data to obtain the index of orderliness
for that experiment's runs. To be consonant with the other data from the
simulation runs, it was necessary to develop some summary statistics to
represent the run as a whole. Three such measures were generated. The basic
form of the index of orderliness which was used and how the run scores were
composed 1is discussed in detail in appendix E. The basic approach was to
generate an index for each aircraft at each second of the problem, average
these for the minute, and then average these over the hour. One of the three
measures was this average, and another was the wvariance computed over the
minutes for the hour, and the third was developed 1into what was called the
“probablity expression of the index values.” These will be referred to as "ORD
1, ORD 2," and "ORD 3.7

Several criteria were used to evaluate these index of orderliness measures: the
reliability of the three indexes, their correlations with other measures which
might be expected to be similar, their correlations with the judges' ratings,
and their multiple correlations with the judges ratings. As was mentioned
above, Horowitz (reference 13) cited some work at TSC (referemce 12} as
indicating that there was a strong correlation with the confliction measures,
notably the time two aircraft spent in a state of confliction, and the index of
orderliness type of measure. This finding was confirmed. Table 31 presents
the correlations for each of tie six sector-density cells between the three
versions of the index of orderliness and the four factor scores and the two
major confliction measures, the number and duration of 5-mile (separation
standard) conflictions. The correlations between the first two index of
orderliness scores and two of the factor scores (confliction and occupancy)} and
the confliction measures are sometimes quite high, at least in one of the two
segtors.
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TABLE 31

CORRELATIONS BETWEEN INDEX OF ORDERLINESS MFASURES

AND FACTOR S5CORES AND CONFLICTION MEASURES*

Sector 14, Density 1

Ord 1 ord 2 Ord 3
Confliction Factor b .54 ~-.13
Occupancy Factor .65 .29 .20
Communication Factor 24 .09 25
Delay Factor .03 .28 .10
No. 5 Mile Conflicts .34 45 -12
Duration 5 Mile Conflicts .36 42 -.09

Sector 14, Density 2

Ord 1 ord 2 Ord 3
Confliction Factor .79 70 .08
Occupancy Factor 77 .60 .19
Communication Factor .29 .17 -.06
Delay Factor .11 .13 .10
No. 5-Mile Conflicts .78 .73 .08
Duration 5-Mile Conflicts .77 .66 .13

Sector 14, Density 3

Ord 1 Ord 2 Ord 3
Confliction Factor .72 .78 .00
Occupancy Factor .83 .77 .00
Communication Factor .11 .01 .00
Delay Factor -.42 -.28 .00
No. 5-Mile Conflicts +55 .55 .00
Duration 5-Mile Conflicts .78 .87 .00
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CORRELATIONS BLTWEEN INDEX OF ORDERLINESS MEASURES

AND FACTOR SCORES AND CONFLICTION MEASURES (CONTINUED)

Sector 16, Density 1

Ord 1 ord 2
Confliction Factor .02 .19
Occupancy Factor .23 .11
Communication Factor 12 04
Delay Factor -.16 -.08
No. 5-Mile Conflicts -.15 .04
Duration 5-Mile Conflicts .05 .29

Sector 16, Density 2

Ord 1 Ord 2
Confliction Factor .38 .63
Occupancy Factor .30 <19
Communication Factor -.37 -.29
Delay Factor +.17 +.01
Mo. 5-Mile Conflicts .36 .58
Duration 5-Mile Conflicts 49 46

Sector 16, Density 3

Ord 1 ord 2
Confliction Factor .27 .46
Occupancy Factor .52 .49
Communication Factor -.38 -.57
Delay Factor -.11 -.12
No. 5-Mile Conflicts .30 .43
Duration 5-Mile Conflicts «33 .56

* Data-based on two-run aggregates; N is generally 27-31.

B4

ord 3

-.01
37
-.09
-.03
-.15
05

Ord 3

-.08
-09
+.24
+.20
-.01
.21

Oxd

.00
.00
.00
.00
.00
.00



Table 32 presents the correlations among the three index of orderliness scores
for each of the six cells. The first two index of orderliness scores (ORD 1
and ORD 2 in the table) seem well correlated with each other, but ORD 3 scems
only occasionally related to the others.

In table 33, the run—to-run reliabfilities based on the correlations between two
similar runs are shown. The reliability coefficients are shown for the index
of orderliness varilables in comparison to the four factor scores and rthe twn
conflict measures. The first two index of orderliness measures are not betler
than the other measures, and the third index of orderliness measure is somewhat
worse. The general inadequacy of 1l-hour runs as to reliability has been
discussed earlier; in addition, 1t will be recalled that the SEM 1 runs were
reduced by 10 minutes to adjust for computer data losses by maximizing the
number of runs of the same length.

In table 34 are shown the relatlonships of these measures to the observer
ratings. These are not remarkably stronger than others, and they differ
somwhat in the two sectors.

Thus far, it 1is seen that the index of orderliness measures are highly
correlated with each other, highly correlated with two of the four factor
scores, and have nothing in particular to add in the way of reliabiliity. 1In
one final analysis, let us examine them in the light of whether they can add
anything to our already available prediction of the judges' ratings by the four
factor scores. These multiple R's are shown in table 35, compared teo cthe
multiple R's found without these measures added in. The index of orderliness
measures add very little.

The fact that these new measures add very little to the prediction of the
judges' scores suggests that much of the variation these new measures carry 1s
already accounted for by the four factor scores. If this is true, then perhaps
the two factor scores which are most highly correlated with the indexes can,

taken together, allow us to dispense with the index scores. Using this
approach, the two factor scores for confliction and occupancy were averaged and
the resulting average was correlated with the index meeasures. These

correlations are shown in table 6.

As was just speculated, the two factor scores combined do account for a great
deal of the two main index of orderliness measures' variance in several of the
conditions studied, but again there is a marked difference in the correlations
depending on the sector involved-. This sector difference raises a question
beyond the scope of the present exploration of the index of orderliness
measures. '

IMPLICATIONS. The index of orderliness measurement type seems to have some
puzzling but interesting qualities. 1t 1Is suggested that it 1is still worth
further examination. Its examination here was not complete. The primary

purpose of its examination here was to exemplify this method of using a data
base to study measures other than those that had been included in the original
study.
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Gl

Gl

Gl

G2

G2

G2

DL

D2

D3

Dl

D2

D3

Confl.
Fac.Sc.

-.03

-.10

-.13
+.29

+.42

TABLE 33

RUN-RUN* RELIABILITIES FOR INDEX OF ORDERLINESS

MEASURES, FACTOR SCORES AND CONFLICTION MEASURES

Occ.
Fac.Sc.

* N is generally 25-29.

data are for comparative purposes within this table.

Comm.
Fac.Sec.

Delay

Fac.Sc.

-.52

+.07

Confl.
Count
(5 mt.)

+.44

Confl.
Dura.

ORD 1 ORDP 2
-.15 +.30 +.09
+.08 -.03 -.09

+,56 +.59 +.50

+.43 +.34 +.17

Data based on one 530-minute run vs. another.

can be taken as due to low reliabiliry fluctuations.
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-.07

.00

-00

-02

.00

.00

These
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TABLE 34

CORRELATION WITH RATINGS FOR INDEX OF ORDERLINESS

MEASURES, FACTOR SCORES, AND CONFLICTION MEASURES*

Delay
Confliction Occupancy Comm. Factor Confliction
Factor Factor Factor Score Count (5 mi.)

SEM CPM SEM CPM SEM CPM SEM CFM SEM CPM

Gl DI ~.23  =.22 4,11 4.04 +.21 +.08 -.36 .37  -.23  -.21
GL D2 =.16 =08 ~.01 +.06 =223 =19  =.25 .26  -.29 .17
Gl D3  ~.24 =.25 +.18  +.01 =34 =.22 -.58 -.52  ~.33 ~-.24
G2 DI -.48 -.38 +.05 -.03 +.15 -.05 =-.23 -.25  -.35 -.23
G2 D2  -.35 =.31 -.16 ~.21  +.32 +4.17 -.20 -=.21  -.28 =-.24
G2 D3  -.35 ~.24 +.20 +4.26 +.13  +.03  -.37 -.43  -.28 ~-.19
Conflicts
Duration ORD 1 ORD 1 ORD 3
SEM  CPM SEM  CPM SEM  CPM SEM  CPM
Gl DI -.29 -.24 4£.22  +.24 +.02  +.06 +.04  +.04
61 D2 ~.17 ~-.07 -.23  -.11 ~.15  +.01 ~.03  +.05
Gl D3 +.04 ~-.03 +.11  +.08 .03 +.10 .00 .00
G2 DI =.20 ~.19 +.11  -.04 -.01 -.06 +.07  -.09
62 D2 -.15 -.19 -.26  -.23 -3 -.29 +.03  -.12
G2 D3  -.14 .00 .08  +.04 ~.11 .00 .00 .00

* Data based on two-run aggregates; N is generally 27-31.
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TABLE 35

MULTIPLE CORRELATION TO RATINGS WITH AND

WITHOUT INDEX OF ORDERLINESS MEASURES*

R vs SEM R vs CPM

Density One Sector 14 (D1 Gl)

Factors 40 .38

Factors and "ORD 1" ) .51

Factors and “ORD 2" .42 .43
Density Two Sector 14 (D2 G1)

Factors .34 .32

Factors and “"ORD 1" 43 .37

Factors and "QRD 2" .35 .32
Density Three Sector 14 (D3 Gl)

Factors .76 A

Factors and "ORD 1" .76 .66

Factors and "OQRD 2~ .77 Hh4
Density One Sector. 16 (Dl G2)

Factors .52 47

Factors and "QORD 1" .53 .48

Factors and “"ORD 2~ .52 47
Density Two Sector 16 (D2 G2)

Factors 50 46

Factors and "ORD 1" .50 .46

Factors and “"QRD 2~ <30 46
Density Three Sector 16 (D3 G2)

Factors .60 .60

Factors and "ORD 1" .61 .60

Factors and "QRD 2" .60 - 60

* Data based on two~run aggregates.
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N

31
31
31

30
30
30

29
29
29

RE
31
3l

31
B3
31

30
30
30



TABLE 36

CORRELATICONS (r) BETWEEN TWO AVERAGED FACTOR

SCORES AND INDEX OF ORDERLINESS MEASURES*

D1 b2 D3

ORD 1 G1 .67 .86 .88
G2 .23 .37 .56

ORD 2 Gl .34 .71 .85
G2 .18 «33 .63

ORD 3 Gl .18 .17 00
G2 «35 07 .00

* Data based on two-run aggregates; N is generally 27-31.
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RESPONSES TO POST-RUN QUESTIOQNNAIRES.

ANALYSIS. OQuestionnaires were given to the subjects of the two experiments in
order to obtain their opinions on the realism of the simulation, any
difficulties with the equipment, and their own opinion on the difficulty of the
task and how well they were doling.

These data are of interest in that they provide an opportunity to examine the
topics above, but also they provide an opportunity to examine some questions
involving the relationships between these respouses and other data 1in rthe
experiment.

Similar questions were asked after each run in both experiments. The first
question requested the controller to give a self-rating of the quality of the
control technique which had been applied in the run just finished. The second
question was meant to be an Inquiry into system performance and was phrased as
a question about the controllers’ estimate of the feelings of the hypothetical
pilots flying through the sector about how the system handled the traffic
during the run. These two questions were on 7-point scales where the fourth
box represented the average value. The third question asked for a comparison
of the traffic level in the experimental run compared to the home sector. The
fourth question asked about the realism of the simulator. These last two
questions were on 5-point scales. When the data was coded for data reduction,
numerical values were assigned to the rating scale positions. The
questionnaires used in the two experiments, which were slightly different in
phrasing although basically the same, are presented in Figures 2 to 5, in the
discussion of procedures.

Tables 37 and 38 present the basic information about the questionnaire replies
given by the average subject, for SEM I and SEM II, respectively.

In the SEM I experiment, the average controller thought technique was better in
Geometry 2 than in Geometry 1, and better at lower densities than at higher
denstities, although one should hasten to add that an interaction between
sector and density 1s again apparent. A simlilar tendency 1is seen in the
relative ratings given to what we have called above their rating of system
performance. In these two items, the coding was such that a high number means
the "good” end of the scale.

The SEM T question about traffic asked for a comparison between the traffic
level in the simulation problem just completed and the difficulty in a peak
hour at the home sector when serving as the radar controller having normal team
support. Here, “much easter” was coded as a “1" in the data reduction and
“much harder” here was coded as “5." Of course, the answers varied with sector
and density. The difficulty of the highest SEM I traffic density was rated as
somewhat higher than that they faced at home at peak hours, and the middle
density as about the same, or slightly easier than, peak hour work with the
assistance of the team. There was about a half's rating polint difference
between the two sectors in the middle density rating, indicating a slight
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TABLE 137

MEAN VALUES OF QUESTIONNAIRE ITEM RESPONSES - SEM I

Item Cell 1 Cell 2 Cell 13 Cell 4 Cell 5 Cell 6
Gl Dl Gl D2 Gl D3 Gz m G2 D2 G2 D3
1. Technique (1) 4.4 3.9 3.6 4.2 45 4.1
2. System (1) 4.5 3.9 3.4 4.4 4.5 1.8
3. Traffic 1.7 2.8 3.4 1.7 2.4 3.3

Comparison (2)
4. Realism (2) 3.3 3.1 3.1 3.0 3.2 3.2

NOTES: (1) Rating scale 1 to 7
(2) Rating scale 1 to 5
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TABLE 38

MEAN VALUES OF QUESTIONNAIRE ITEM RESPONSES - SEM IT1

Item Day 1 Day 2 Day 3}
1. Technigque (1) 2.4 2.8 2.9
2. System (1) 3.3 3.8 3.9
3. Traffic Comparison (2) 2.8 3.0 . 3.0
4, Realism Comparison (2) 3.2 3.3 3.3

NOTES: (1) Rating scale 1 to 7
(2) Rating scale 1 to 5
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feeling that geometry 2 was easier. Finally, in SFM I, the realism of the
simulation process was considered adequate. In an open-ended question about
the equipment, daily problems with the equipment were picked up and remedied.
There were some complaints about the input devices on the radar consoles being
different from those the controllers were used to in the field: this is now
being remedied in a re-design of the simulator's controller positions.

For the SEM II experiment, the phrasing of three of the four rating questions
was revised, although seeking similar information. 1In the first two questions,
about the controller’'s own performance and the pilots' feelings about system
performance, the wording was made more concrete, but the 7-point scales
remained. Again, the poorer end of the scale was coded as "1" for the data
reduction and the better end as "7." In responding to these first two items,
the controllers generally regarded their performance in the runs about average
for themselves, and felt that the system had performed at about an average
level.

The rating item about the traffic was worded somewhat differently in the second
experiment. The first experiment questionnaire had asked for a comparison of
difficulty in the simulation hour exercise just completed with the difficulty
in a peak “wur in the home sector with the usual support; the second experiment
items asked for a comparison of the traffic level just run to the traffic level
which was usually encountered in the home sector, regardless of the team
support used there. The direction of the scale and the coding were changed; a
“1" in the second experiment's coding meant the traffic was considered heavier
in the simulation and a "S5" meant the traffic was heavier at home. Neither
group of subjects expressed much difficulty with using these items,

On the first day, the SEM II traffic was rated somewhat heavier than the home
sector traffic, where teams usually operate, as may be seen by the mean rating

of 2.8 for day 1 in table 38. It will he remembered that this was
approximately the same traffic level as had appeared in SEM I's geometry 1,
density 2., There they had said it was about equal to the home sector's peak

hour. On the second and third days, the traffic was rated at 3.0, or about the
same as the traffic in the home sector.

In general, despite the differences in wording in the items, it can be said
that they thought the traffic in these experiments was at least equal to the
usual sector load in the field and somewhat higher and harder at times, as had
been intentionally arranged, as was explained earlier under the topic of
procedures and experimental design.

Turning now from the original purposes of the subject questionnaires of seeing
how the subjects felt about the experimental runs as they proceeded, and of
collecting information about equipment functioning, these data now might also
be used to shed some light on some other questions of general interest.

In a general way, we might cdnsider that there are four kinds of data here
which might show interesting and informative relationships to one another,
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TABLE 39

CORRELATIONS BETWEEN SUBJECT QUESTIONNAIRE ITEMS

SEM I - CELL 1

Self Ratings

Technique

System

Traffic Comparison
Realism Comparison

Observer Ratings

SEM
CPM

Factors

Confliction
Qccupancy
Communications
Delay

Measures

N5C

A/C Time Under Ctl.
Dur. G/A Contacts
Total Delay Time

# A/C Hd1ld

Fuel

N3C

#f Delays

Technigque

1.00
0.37
0.09
0.29

-0.03

0.31
-0.10
-(G.05

0.03
0.36
-0.21
0.15
-0.04
0.36
-0.12
-0.08

AND OTHER DATA

Geometry (1)}, Density (1)

Self Ra
System

0.37
1.00
0.06
0.74

0.00
0.44
0.17
~0.30

-0.04
0.46
0.08

-0.16
0.08
.42

=(.09

-0.31

95

ITEMS

tings
Traffic
Comparison

.09
0.00
1.00
0.17

~0.08
-0.12

0.01
0.32
0.11
-0.09

-0.22
(.32
0.12

~0.18

~{.09
0.11
0.22
-0.07

Realism
Comparison

0.29
0.74
0.17
1.00

-0.05
0.38
0.09

-0.39

-0.18
0.40
0.12

~0.21
0.25
0.32
0.05

-0.39



CORRELATIONS

SEM I - CELL 2

Items
Self Ratings

Technique

System
Traffic Comparison

Realism Comparison
Observer Ratings

SEM
crM

Factors

Confliction
Occupancy
Communications

Delay
Measures

N5C

A/C Time Under Control
Duration G/A Contacts
Total Delay Time

## A/C Hdld

Fuel

N3C

# Delays

TABLE 39 (CONTIRUED)

BETWEEN SUBJLCT QULSTIORNNAJRE ITEMS

AND OTHER DATA TTEMS

Geometry (1), Density (2)
Self-Ratings

Traffic

Comparison

Technique System
1.00 0.58
0.58 1.00

-0.19 0.26
0.47 0.79
0.50 0.38
0.48 0.38

-0.27 0.12

-0.19 -0.04

-0.20 -C.04

-0.38 -0.24

-0.29 0.06

-0.20 -0.04

~0.26 0.03

-0.41 .00
0.04 =0.05

-0.21 -0.006

-0.25 0.16

-0.17 -0.36
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-0.19
0.26
1.00
0.35

-0.13
-0.18

0.21
0.24
0.17
0.11
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Realism
Comparison

0.47
-0.79
0.35
1.00

0.04
0.06
-0.11
-0.13

-0.03
0.07
-0.08
0.11
0.03
0.02
0-06
-0.29



TABLE 39 (CONTINUED)

CORRELATIONS BETWEEN SUBJECT QUESTIONNAIRE ITEMS
AND OTHER DATA ITEMS

SEM 1 - CELL 3 Geometry (1), Density (3)
Self Ratings
Technique System Traffic Realism
Comparison Comparison

Séif Ratings

Technique 1.00 0.51 0.06 0.02
System 0.51 1.00 0.16 -0.43
Traffic Comparison 0.06 0.16 .00 0.10
Realism Comparison 0.02 0.43 0.10 1.00
Observer Ratings

SEM 0.56 0.63 -0.01 0.32
CPM 0.52 0.59 -0.11 D0.28
Factors

Confliction -0.27 -0.10 0.24 0.10
Occupancy 0.01 0.03 0.20 0.13
Communications -0.39 -0.47 ~-0.10 -0.05
Delay -0.37 -0.40 0.21 -0.18
Measures

NSC -0.24 -0.03 0.11 0.02
A/C Time Under Ctl, -0.02 0.01 0.18 n.18
Pur. G/A Contacts ~0.27 -0.38 0.30 -0.13
Total Delay Time -0.35 -0.31 0.21 0.01
# A/C Hdld 0.29 0.24 0.08 ~0,01
Fuel -0.05 -0.01 0.14 0.07
N3C -0.138 -0.20 0.16 0.06
# Delays -0.36 ~0.47 0.18 -0.39
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TABLE 39 (CONTINUED)

CORRELATIONS BETWEER SUBJECT QUESTIONNAIRE ITEMS
AND OTHER DATA ITEMS

SEM I - CELL 4 Geometry (2), Density (1)
Self Ratings
Technique System Traffic Realism
Comparison Comparison

Self Ratings

Technique 1.00 0.41 -0.38 0.11
System 0.41 1.00 ~0.04 0.24
Traffic Comparison ~0.38 ~0.04 1.00 0.0!l
Realism Comparison 0.11 0.24 0.01 1.00
Observer Ratings

SEM 0.14 0.05 -0.136 -0.0!
CPM 0.21 0.21 -0.44 0.12
Factors

Confliction -0.21 -0.11 0.28 -0.19
Cccupancy 0.05 0.25 0.12 0.33
Commrunications ~-0.23 -0.04 0.12 0.31
Delay -0.05 0.03 0.10 -0.45
Measures

N5C =(0.19 -0.12 0.23 -0.16
A/C Time Under Ctl. 0.02 0.23 0.07 0.31
Dur. G/A Contacts ~0.20 -0.10 0.04 0.29
Total Delay Time 0.16 .27 0.12 - -0.10
# A/C Hdld -0.06 0.28 0.23 0.43
Fuel -0.01 0.22 0.10 0.19
N3C -0.11 -0.15 0.24 ~0.14
# Delays -0.22 -0.20 0.02 -0.53
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TABLE 39 (CONTINUED)

CORRELATIONS BETWEEN SUBJECT QUESTIONNAIRE TTEMS
AND OTHER DATA ITEMS

SEM 1 - CELL 5 Geometry (2), Density (2)
Self Ratings
Technique System Traffic Realism
Comparison Comparison

Self Ratings

Technique 1.00 0.47 -0.09 0.10
System 0.47 1.00 0.0l 0.42
Traffic Comparison -0.09 0.01 1.00 ~-(.08
Realism Comparison 0.10 0.42 -0, 08 1.00
Observer Ratings

SEM -0.19 -0.13 -0.12 -0.06
CPM -0.10 -0.03 -0.37 0.06
Factors

Confliction -0.15 -0.06 0.20 -0.35
Occupancy -0.11 -0.00 0.31 0.26
Communications -0.09 .11 0.24 0.18
Delay -0.04 -0.03 -0.13 0.16
Measures

N5C -0.04 .02 0.13 -0.33
A/C Time Under Ctl. -0.14 -0.01 N.30 0.28
Dur. G/A Contacts -0.07 -0.12 0.11 -0.04
Total Delay Time -0.06 0.08 0.02 0.23
# A/C Hd1d 0.33 0.11 0.02 -0.17
Fuel -0.22 -0.01 0.32 0.26
N3C -0.22 ~-0.18 0.20 ~-0.20
# Delays -0.04 ~-0.23 -0.31 -0.09
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TABLE 39 {(CONTINUED)

CORRELATIONS BETWEEN SUBJECT QUESTIONNAIRE [TEMS

SEM 1 - CELL &

Self Ratiags

Technique

System

Traffic Comparison
Realism Comparison

Observer Ratings

SEM
CPM

Factors
Confliction
Occupancy
Communications
Delay

Measures

N5C

A/C Time Under Ctl.

Dur. G/A Contacts
Total Delay Time
# A/C Hdld

Fuel

N3C

# Delays

AND OTHER DATA ITEMS

Technique

1.00
0,57
-0.16
0.07

-0.43
0.07
0.05

-0.12

-0.43
c.02
-0.06
-0.09
0.12
0.00
-0.51
-0.11

Geometry (2), Density (3)

Self Ratings

System

0.57
1.00
0.05
0.25

-0.21
0.25
0.03

-0.30

~-0.24
0.18
-0.01
-0.11
0.24
0.20
-0.23
~0.36

100

Traffic
Comparison

-0.16
0.05
1.00

-0.09

-0.20
_0026

G.16
c.09
0.05
-0.21

0.19
0.09
0.09
-0.05
0.17
0.05
0.18
-0.29

Reallsm
Comparison

0.67
0.25
~0.09
1.00

_’Oc[‘g
-0.02

0.25
-0.17

~0.51
-0.06

0.14
-0.02

0.12
~0.05
-0.41
-0.24



omitting the rating on the simulation realism. The four kinds of data are:

Performance; Own opinion (subject)
Parformance; Judge's opinion

Performance; Measured

Workload felt by subject (traffic level reply)

an oo

If this were merely a set of variables being intercorrelated, there would be
ten possible inter-relationships here; but with four or more performance
measures, depending on whether only the four factor scores or some others are
used, there would be a considerably larger number of correlatlions. For this
reason, the number of measures of each type will be restricted.

In SEM I, one such intercorrelation table was done for each cell
{sector-density combination). In SEM II, one Iintercorrelation table was done
for each day. The SEM IT day data should be more informative since it is based
on twice as many runs (four per day as compared to two per cell iIn SEM I).
These tables appear as table 39 for the six SEM I sector-density cells and as
table 40 for the three SEM II days.

Posslbly the best way to approach this is by means of a serles of single simple
questions, all of which apply to both SEM T and II. Some questions of interest
are:

a. What is the relationship between self-judged performance and other-judged
(by observers) performance?

b. What 1s the relationship between self-judged performance and objectively
measured performance?

c. What is the relationship betweean self-judged performance and self-judged
workload?

d. What is the relationship between other—-judged (by observers) performance
and objectively measured performance?

e. What is the relationship hetween other-judged (by ohservers) performance
and self-judged workload?

f. What is the relationship between self-judged workload and objectively
measured performance? '

Let us now examine these questions In an exploratory way, mainly to suggest
hypotheses for other experimenters. The number of cases used for the
correlations for the SEM 1 data is usually 29 te 31; and in the SEM II data,
39. The correlatfion value tabled as statistically significant (See appendix 3
for explanation) at the .05 level for 29 cases 1s approximately .37, for 39
cases 1s approximately .30.; only correlations above .30 will be looked at
here.

The first question is: What is the relationship between self-judged performance
and other-judged performance?
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TABLE 40

CORRELATIONS BETWEEN SUBJECT QUESTIONNAIRE ITEMS
AND OTHER DATA ITEMS

SEM IT - DAY 1 Geometry (1), Density (2)
Self Ratings
Technique System Traffic Realism
Comparison Comparison

Self Ratings

Technique 1.00 0.44 0.18 0.35
System 0.44 1.00 0.35 0.10
Traffic Comparison 0.18 06.35 ' 1.00 -0.12
Realism Comparison 0.35 n.10 -0.12 1.00

Obgerver Ratings

SEM 0.20 0.47 0.29 -0.22
CPM 0.12 0.37 0.24 -0.23
Factors

Confliction -0.28 =-0.10 -0.18 - =0.11
Occupancy -0.08 -0.07 -0.15 0.12
Communicat ions 0.13 -0.24 0.00 0.24
Delay -0.28 -0.53 -0.22 0.11
Measures

N5C -0.30 -0.22 -0.23 -0.12
A/C Time Under Ctl. -0.08 -0.10 -N.16 0.10
Dur. G/A Contacts 0.06 -0.19 0.06 0.22
Total Delay Time -0.25 -0.48 -0.23 0.14
# A/C Hdld 0.28 0.47 0.18 ~0.14
Fuel ~0.11 =-0.05 -0.20 0.02
N3C ~-0.21 -0.10 -0.20 g.02
# Delays -0.30 -0,58 -0.21 0.05
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CORRELATIONS BETWEEN QUESTIONNAiRE ITEMS AND OTHER

SEM TII ~ DAY 2

Self Ratings

Technique

System

Traffie Comparison
Realism Comparison

Observer Ratings

SEM
CPM

Factors
Confliction
Occupancy
Communications
Delay

Measures

N5C

A/C Time Under Ctl.

Dur. G/A Contacts
Total Delay Time
# A/C Hdld

Fuel

N3G

# Delays

TABLE 40 (CONTINUER)

Technique

1.00
0.36
~.05
0.48

-0.13
~0.23
0.01
0.07

-0.09
-0.16
0.05
0.17
0.10
-0.29
-0.16
-0.04

SEM II

Geometry (1), Density (2}

Self Ratings

System

0.36
1.00
0.16
.34

-0.08
~0.44
-0.16
-0.10

~-0.10
-0.40
~-0.11
-0.02

0.25
-0.39
-0.15
-0.16
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Traffic
Comparison

-0.05
0.16
1.00

-0.04

-0.12
~-0.43
-0.29
-0.24

0.05
~0.45
-0.28
-0.27

0.32
~(}.25
-0.26
-0.17

DATA ITEMS

Realism
Comparison

0.48
0.34
~0.04
1.00

-0.13
0.19
0.16
0.35

~0.08
~-0.09

.10
-0.25

0.22
-0.35
-0.15
-0.38



TABLE 40 (CONTINUED)

CORRELATIONS BETWEEN QUESTIONNAIRE ITEMS AND OTHER DATA ITEMS

SEM II
SEM II - DAY 3 Geometry (1), Density (2)
Self Ratings
Technique System Traffic Realism
' Comparison Comparison

Self Ratings
Technique 1.00 0.42 -0.32 0.34
System 0.42 1.00 ~-0.10 0.56
Traffic Comparison -0.32 ~0.10 1.00 -0.02
Realism Comparison 0.34 0.56 -0.02 1.00
Observer Ratings
SEM -0.01 0.10 0.28 0.07
cPM 0.04 0.10 n.28 0.03
Factors
Confliction -0.25 -0.20 6.01 -0.23
Occupancy 0.21 -0.02 -0.44 -0.11
Communicat ions 0.20 -0.05 -0.41 0.20
Delay -0.02 -0.15 -0.11 -0.20
Measures
N5C . -0.17 -0.26 0.04 -0.30
A/C Time Under Ctl, 0.24 -0.00 -0.45 -0.12
Dur. G/A Contacts 0.18 -0.04 -0.34 0,15
Total Delay Time -0.06 -0.06 -0.05 -0.19
# A/C Hd1ld -0.04 -0.30 -0.03 -0.16
Fuel 0.10 0.14 -0.38 ~0.15
N3C -0.13 -0.15 0.08 -0.14
# Delays 0.00 -0.17 -0.12 -0.19
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If we consider the answer to this question to be obtalnable from the
relationship between the self-rating questions on technique and systems
performance, on the one hand, and the observers' two ratings on the other, we
can attempt an answer. The correlations between these subjective ratings by
the observer and by the observed are sometimes encouraging, but fluctuate
rather widely with the conditions, or are perhaps simply fluctuating on a
sampling basis.

In the SEM I experiment, there is evidence of the expectable relatlonship, at
least at the middle and high density levels, although somewhat more clearly in
one sector rather than the other. In the middle density of Geometry 1, for
example, there are correlations of .50 and .48 between the SEM and CPM racings
by the judges and the self-ratings of technique. Also, there are kwo positive
correlations of .38 of the two observer ratings with the self-rating of system
performance. S5imilar level correlations appear in two other cells, such as
Geometry 1, Density 3, and Geometry 2, Density 3, and on Day 1 in SEM II for
the system rating only.

The second question is: What 1s the relationship between self-judped
performance and objectively measured performance?

Let us consider this question by examining the four factor scores and the
self-ratings of technique and system performance. It is to be expected that
these relationships will be negative, since a high self-rating should reflect a
low number of conflictions, i.e., the scales run in opposite directiocns. In
most cases, the correlations are indeed nepative in sign. However, there are
only a few correlations above .30. The primary and auxiliary raw score
measures follow the factor scores in this, as usual.

The third question {is: What 1s the relatlonship between self-judged
performance and self-judged workload?

To answer thls question, an examination was made of the correlation between the
subject's rating of own technique and the rating of the traffic level faced.
There are a few high correlations, but there seems to be no consistent pattern
although there 1is a tendency Lo rate technique lower when the traffic seems
heavier. It should be remembered that high number ratings in SEM 1 meant the
subjeet felt the traffic was heavier in the simulation than at home, but in SEM
II this scale was numerically reversed and a low coding number meant higher
traffic.

The fourth question is: What is the relationship between other—judged (by
observers) performance and objectively measured petformance?

This one has already been answered at length in a previous section devoted to
the subject. There it was found, at least when multiple correlations were
used, that the relationships between objective scores and rated controller
ability were substantial. Here, however, let us pause further over this
question to simply Illustrate a more graphic approach to the question of the
relationhip between performance scores and controller ability, which might be
examined further in the future.
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Using SEM II day-level data, the coantroller judges' ratings for controller
performance were arranged from lowest to highest. The four factor scores
associated with those ratings were assembled into profiles for each individual,
which was possible because they were on the same scale, as was discussed in the
earlier discussion of both experiments' data having been put on the "third"

scale. In figure 17, it could be said that it appears that the high
performance controllers and the lower performance controllers may show
different types of profiles. This constitutes a suggestion for further

examination; much further work might be done in the realm of cluster analysis
and profile analysis to explore such questions as the number of unique
controller profiles of performance there might be,

The fifth gquestion 1is: What is the relationship between other-judged (by
observers) performance and self-judged workload?

In examining the SEM I correlations between the traffic question and the two
obsevers' ratings, a few correlations in the negative thirties appear, -.36 and
-.44 in the case of Geometry 2, Density 1, and -.37 in Geometry 2, Density 2.
Apparently those who are functioning well in the opinion of the judges, at
least, feel that the workload is lighter than others do. 1In the same data for
the day level in SEM 11, the correlations are close to thirty, but they are
positive, This is probably a manifestation of the same phenomenon; the change
in sign is understandable in that it may be remembered that the SEM 1T rating
scale of traffic ran in the opposite direction from the SEM I rating scale.

The sixth question is similar to the fifth and is the following: What is the
relationship  between self~judged workload and objectively measured
performance?

While there are not many correlations over ,30 here, their directionality is
appropriate. 1In SEM I if the controller felt that the traffic was heavy it
would receive 2 higher numerical rating. In heavy traffic, most of the
performance scores would naturally get higher (like delays). Therefore,
positive correlations between the traffic ratings and the performance scores
would be expected in the SEM I data, and this is generally the case. Because
the SEM II scale on traffic ran in the opposite direction, essentially from
"fighter here"” coded as "1™ to '"heavier here'" coded as "5," the SEM II
correlations on this point would be expected to be opposite in sign and they
usually are.

Finally, a word should be added here about an interesting relationship with the
realism rating which was omitted from the earlier main discussion. There were
some cases of positive correlations, some fairly high, between the subject's
opinion of the realism of the simulation and the opinion held on the pgoodness
of own-technique and system performance.
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FIGURE 17. CONTROLLER PROFILES IN STANDARD SCORE FORM

107

FACTORS



IMPLICATIONS. The 1lmplications are:

1. The subjects felt that they did an average Job, were not disturbed by any
lack of realism, and felt that the traffic samples were tough; equal to “peak
hour™ with a full sector team helping them. The main purpose of this
questionnaire, as has been sald, was to check on daily experience, equipment
functioning, and so on, and this purpose was fulfilled.

2. The data were adapted to make some explorations into the relationships
between workload and performance, even though not 1ideally suited for the
purpose. About all that can be said here {is that such relationships, 1f they

exist, are weak and situation-dependent.
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D1SCUSSTON

There is no questlon as to whether real-time air traffic control system
simulation will be used in the future. 1t seems an eminently worthwhile,
albeit expensive, thing to do. Although people feel that they get information
out of it about air traffic control system problems and issues, the real
question is whether they get information or misinformation.

Here enters a true philosophical issue. Are impressions information? If
someone watches a controller use a proposed system, and thinks it functions
better than the current system in use, is that information? 1If the controller
i{s asked for an opinion and gives it, is that information? Suppose that the
traffic mix or level or procedures are somewhat different from those which the
contrtoller or the observer are used to. Are their impressions dependable
enough to base huge expenditures for new systems on them? Suppese the designer
of the new system is giving his observation, is that Information?

These are the kinds of considerations that make objective measurement and
statistical techniques desirable. It is because grave errors can be caused by
subjectivity in interpreting what is seen, and sometimes even in interpreting
what has been genuinely measured, as, for example, when the hypothesis about
what measures shall be considered important has not been stated iIn advance.
However, measurement of the joint performance of human and machinery in
accomplishing the mission of an information processing and decision making
system is not a simple task. To develop methods and measures for such a
purpose is a difficult, time consuming and risky effort. Tt must be remembered
that the performance under study is not rote or mechanical but very dynamic.
The thing to be surprised about is not that the measurement process may be
discouraging, but that there is anything encouraging about it at all.

There may, in fact, be a middle ground possible between sheer impressionism and
strict empiricism. This might consist of carefully controlled and administered
observation and rating forms being pgiven to trained, impartial and fresh
observers. But even this would be in need of an evaluation and refinement
process.

The worst case of all, though, is the one that appears to be more frequent and
customary than even those who engage in it acknowledge. Simply stated, these
are studies in which the investigators, in all good faith, use objective
measurements that can be obtained from a simulator apparently without realizing
that such measures, even though numerical, are behavior and performance
measures and have a wide band of error around them.

On the other hand, only the most cruclal system evaluations, perhaps, need to
be conducted using strict inferential rules. There are times, as Stammers and
Bird (reference 14) say, using the Sinatko and Belden term {(reference 15), when
the proper thing to do is the “indelicate experiment.” The work hy GStammers
and Bird concerned a data transfer and display system for alrport controllers
and was carried out for the Royal Radar Establishment. Tt is a fine example of
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such an effort. Another type of brief and uncomplicated simulation being 2
good idea is when it is done for the purpose of exploring coacepts as part of a
long continuing examination. What appears to be an example of this is the work
of Tobias and O'Brien on RNAV (area navigation) for NASA (reference 16).

In working on evaluating human factors aspects of computer aiding for air
traffic controllers, Whitfield, Ball and Ord (reference 17) achieved a good
integration of the best features of the "indelicate” experiment and the more
traditional experiment.

The topics of methods and measurements in the air traffic control system have
been discussed at lenpgth by Hopkin (references 18 and 19) and the general topic
of systems experimentation involving performance measurement has been discussed
in a book by Parsons (reference 20). '

While admitting that various degrees of indelicacy may be permissible depending
on the circumstances, it is still important to pursue the ideals of classic
experimentation where possible and appropriate. That being the case, let us
review some of the “lessons learned”, which might be of use in pursulng both
the delicate and indelicate experiment.

The first and most important lesson was alsc and flrst pointed out by Horowitz
(reference 13), and it is to consider the beta error. As Horowltz pointed out,
people in medicine and medical resecarch do this all the time and people in
other practical fields should do so too. What he had encountered was the
tendency in some statistically minded people to sct the level of the. alpha
error they will accept at the traditional .05 level, and to ignore the beta
error. Especially with difficult data such as is found in dynamic simulations,
this leads to frequent, if not continval, failure to reject the oull
hypothesis. In a practical sense, that sort of uncritical appllication of
statistical techniques could lead to the rejection of many fine system
concepts. This is what Horowitz rightly pointed out.

The data from these experiments and the power tables based on them can reduce
the likelihood of that kind of error by asking that the levels of alpha and
beta that will be used and the amount of difference it is sought to detect be
specified ‘in advance. It is possible to compensate for the lack of statistical
robustness in the measurement process by choosing moderate levels of these
parameters.

A second major lesson learned 1s the importance of the practice and
familiarization factors in system experiments and evaluations. The learning
curves sought and found in the SEM I1 experiment were quite dramatic. For this
reason, careful thought must be given to practice effects and hence sequence
effects in the design of such experiments. However, it should be of some
assistance to know how long these effects last, as indicated by the curves.

Related to the question of the statistical power of simulation data, 1is the

question of the reliability (repeatability) of such data. While one can
compensate for such unreliability as was found here, it was found to be lower
than expected based on the only other experiment having such data. It was, in

fact, expected to be some amount higher since now the data was being collected
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by computer instead of by paper and pencil. This did not turn out to be the
case. While the reliability was not totally discouraging, due to the fact that
it can be compensated for by means of considering the setting of the alpha and
beta levels actually needed and by data aggregation, it is puzzling. This is a
topic which deserves some careful work and thought. The lesson to be learned
here is that new ideas for system measures should be sought out on a continuing
basgis.

This same unreliability should caution those who wish to run simulations to the
effect that iIf a single sector system 1s comparatively unreliable, then a
multi-sector simulation's data are almost certainly wmuch more unreliable,
because of the additional sources of varlance 1ntroduced. While the
reliability and power calculations made here do not apply to multi-sector
simulations, they can be regarded as an optimistic estimate of what would occur
in a larger simulation.

While on the subject of the single-sector, single-controller system, it did, of
course, include simulated conversation and coordinatlion with adjacent sectors
and even terminal areas, and, while we obtained no evidence on this topic
beyond the subject controllers' ratings of simulation realism, it seemed quite
satisfactory as a method for simulating the essence of the controller's job.
It would seem to recommend itself as a rather economical way of studying many
man/machine interface problems or plans, and even as a way to evaluate
individual controller tralning progress.

Another lesson learned here was that we only need to analyze a comparatively
small number of measures: the four factor scores, the four primary measures,
and the two additional auxiliary scores. This makes an enormous difference in
the sheer feasibility of data handling chores and interpreting this kind of
- data. This set of scores should be accepted as an operating base for all
enroute simulations, at least until something better comes along, and
programmed into the simulation data collection system. A bonus from this
practice would be that after some time all ATC system simulations would be
interpretable in common data distribution terms.

Excessive reliance on ratings by judges is not recommended even though the
judges here performed with some reliablility. It must be remembered that they
were carefully and deeply trained, and were constantly observing the same
exercises.

Another lesson which should be learned is that there is available a way to
accumulate a set  of traffic problems which are extremely different, thus
reducing practice effects, but which can be shown to be of a comparable level
of difficulty. The interaction between sector geometry and traffic density
could be used to generate a Ilibrary of traffic samples whose level of
difficulty, as indicated by score distributions obtalned in small experiments,
could be considered interchangeable. Another way of handling the traffic
sample “same but different” requirement was also demonstrated here, the
shuffling of start times in the same level-profile trafffic sample.
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The main lesson to be learned from the experience with the index of orderliness
was not a clear-cut lesson about that index, which did not emerge, but,
nonetheless, a demonstration that, given a data base like that used here, many
investigations about different and novel measures might be conducted.

A major question which arises is that of whether there is additional work in
this area which should be done. There are at least three study efforts which
should be undertaken, and it should be pointed out at the outset that
accomplishing them will be considerably easier because of that which has been
done so far since, in subsequent investigations, even of methodology, the power
estimates which are available will enable careful planning of the required size
of the experiments which are to be conducted.

The first and most obvious follow-on work would involve continuing to work with
the available data bases from these experiments in order to seek for refined
measures. It should be remembered that the focus in this effort so far was
evaluative, not developmental. As a next step, variocus ideas for novel
measures could be computed in these data bases and their relationships to one
another and to the standard measures already present could be examined.

The second step would be to extend the method to a multiple-contreller sector
team and to a multi-sector system of reasonable size, say three sectors. The
goal here would be the comparatively simple one of determining the change in
variance, power and reliability which would be caused by working with these
more complex system spaces. This would probably be desirable to do even
though, on the one hand, it would be hoped that the need people feel for
duplicating complex system spaces in simulation would be diminishing, and, oo
the other hand, that the present power estimates could be used as
approximations (albeit optimistic ones for large systems).

The third possible direction would be to make a start into the study of
terminal area simulation methodology and measurements. A beginniag on this had
been made, but has since been postponed. In baslc outline, the approach that
had been tentatively decided upon was as follows. First, there was to be an
assembly of the customary classic measures for terminal area air traffic
control system functioning. Next, these measures would be administered at
three levels of traffic density and with several replications to a large number
of control "teams.” The first attempt would be to try to reduce the number of
measures by searchiig for the basic dimensions of measurement, and having found
those, to examine the data to estimate the parameters needed to plan
experiments of desired levels of statistical power for system evaluations.

However, the terminal area air traffic control system is nowhere near as simple

as the en route system. It 1s easy and clearly legitimate to represent the
en route system in microcosm; but the terminal system does not readily lend
itself to such simplification. The terminal team is composed of sgeveral

individuals working not on the same airspace but on different parts of the
airspace. While the smallest en rtoute team groups around one radar picture,
the smallest terminal team might consist of an arrival controller, a departure

controller, and a local controller and ground controller. While ground and
local control have rarely been simulated, they could be by use of some
simplifying assumptions and rough presentations. Specifically, it would

probably not be too unrealistic to use the simulator to show the airport
surface as if on radar for the purpose of running a complete simulation. Doing
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such a simulation was considered. Also considered was running, with the same
people, a terminal area simulation in which one controller was looking at the
entire terminal area and performing the total contral function alane, at a
much reduced level of traffic, of course. fme major purpose would be to
determine if the same measures were statistically important in both team and
microcosm (single controller) terminal simulatinns. Another purpose would be Lo
determine 1f, when similar conditions (systems, geometries, etc.) were compared
in team and microcosm simulations, similar outcomes resulted. This would render
many terminal area 1issues investigatable by simulation which are now almost
prohibitive in the amount of effort required to accomplish them. Progress was
made in developing the list of measures which was to be evaluated and it Is
presented as Appendix F for the use of those who might be engaged In terminal
area simulation work.

There 1is one last comment 1t seems important to make about possible future
research that this experience has suggested. This, briefly, has to do with the
application of the methodology developed here to a related field, as a traiaing
progress criterion measure device for the individual controller. While, as
sald earlier, the reliabillty needs conslderable {improvement Ffor such a
purpose, such improvement does not seem impossible.
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CONCLUSIONS

These experiments provided a statistical and methodological baseline for
quantitative system assessment using real-time alr traffic control simulation
testing. 1In particular, the following conclusions have been reached:

1. The en route measure set as presently constituted forms recognizable
operationally meaningful clusters of measures. These are confliction,
cccupancy, communication and delay.

2. The four factor measures produce as valid an assessment of system
performance as do the original many raw measures.

3. The acquisition of stable data requires six hours of preliminary
familiarization and training in the experimental environment.

4. The same four factors were tried in another experiment with another sector
geometry, two additional traffic densities, and a different group of
controllers, the factors still held up as being adequate basic dimensions of
measurement.

5. System evaluation using real-time ATC simulation in an objective manner is
only possible in a technically sound way if account is taken 1in planning
experiments of the relatively low statistical power of the measurement which
can be accomplished in the dynamic exercises. Tables of the statistical power
of the basic factor scores have been assembled based on the data here collected
and analyzed. Failure to assure adequate power will in most system evaluations
lead to the rejection of actually promising system ideas.

It 1s to be emphasized that the above conclusions were reached during tests
where one person, serving as the radar controller for the sector, was
responsible for all the traffic in the sector. Also, the traffic density was

held at a relatively constant level throughout a given session. However,
adequate provision for the exercise of adjacent sector coordination was
included, and some of the assistant controller duties were pre—performed. It

seems certain that the “one-person team” procedure would not have affected the
basic dimensions of measurement found for system effectiveness; although the
estimates of inter-team variation which entered into the power calculations
might possibly have been affected.
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APPENDIX A
LIST OF SYSTEM EFFECTIVENESS MEASUREMENTS AND DEFINITIONS:

SEM EXPERIMENT T



1. TGT Spacing Analysis (A)
4 count of the number of instances two aircraft violate the separation

allowance of 950 feear vertically and 4 miles horizontally.

2. TGT Spacing Analysis (B)

Same a3 above with 5 mile horizontal separacion allowance.

s

3. TIGT Spacing Analysia (C})

Same as above with 3 mile horizontal separation allowsnce.

4. Number of Start Delays
A count of the number of instances an aircraft entersd the system at a

time greacer than its scheduled time {plus two minutes).

S. Scart Dalay Time .

The duration of the scart delays (Measurs 4).

6. Number of Hold and Turn Dalays
A count of the number of holding delays plus a count of the numbar of turm

delays lasting more than 100 seconds.

7. Hold and Turn Dalay Time

The duration of the hold and turn delays (Maasure 6).

8. Number cof Arrival Delays

A count of those start delays of arriving aircraft. .

9. Arrival Delay Time

The duration of arrival delays.



10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

Number of Departure Delays

A count of those start delays of departing aircraft.

Departure Dalay Time

The duration of departurs delays.

Tima in System
The number of active aircraft controlled by tha subject, incremented

each second that control was axercised.

Number Aircraft Handled

Total numbear of aircraft under subject’'s control.

Numbar of Completed Flights

The number of flights terminated by a handoff.

Number of Arrivals Achigved

A count of enroute traffic transferred to the tarmination fraquancy.

Nunber of Departures Achieved

A count of active departuras.

Arrival Alticudes not Attained
A count of enrouts arrivals not transferrad te the terminacion frequency

at an altitude greater thnn-uas predetermined, plus 100 feetr.

Departure Altitudes not Attained
A count of enroute departures not transfarred to the cerminacion controller

at an altitude less than was predetermined minus 100 feet.

Number of Contacts

A count of ground to air microphone contacts.



20.

2.

22.

23.

24,

25.

26.

Communication Time

The duration of ground to air contacts (Measurs 19).

Number of Altitude Changes

A count of pilot messages to alter aircraft altitude.

Number of Heading Changes

A count of pilot messages to change heading.

Numbar of Speed Changes

A count of pilot messages to revise aircraft speed.

NMuymber of Handoffs

The nusber of acknowledged handoffs to the subject.

Bandoff Dalay Time

The time betwean a handoff and the subject's scceptance of that aircrafc.

Re~identsy

A count of bascon idantity requasts.



APPENDIX B
LIST OF SYSTEM EFFECTIVENESS MEASUREMENTS AND DEFINITIONS:

SEM EXPERIMENT I1



Given below igs a list of measures used in this experiment with definitions amd
cotmentary. They generally consisat of event counters with their respecrive

duration. All duration measucres are in seconds.

Unless noted to the contrary, all measures are keyed to the following rule to

determine if an aircrzft is under the control of the subject.

-

COKNTROL RULE
An aircraft is under control if it is within the sector boundary or on the

frequency of the subject.

That is to say, in order for an aircraft not to be under control it must be both
outside the scctor and off the subject's frequency. When under contral, an
aireraft is considered the subjecc's responsibilicy and all events relative o

that aircraft are charged to the subject.

DA - 01 HNumber of Path Changes (PTHCHAD)
The number of altitude, heading, and speed change messages sent to arrcraft

under control.

DA - 02 MNumber of Barrier Delays (BRNDELD)

The number of instances a subject a2sks that all entering traffic be halted.

DA - 03 Duration of Barrier Delays (BRDURAD)
Me cumulstive time that barrier delays tvemzin in effecr. The beginning of a
barvier delay is referved zo as a STOP message and ics teraination as a START

message.

DY - N4 Karher of Start Nelavs to Airsrafr (NETADLDY

The numner of instances that an airsraft was schaduled to eater the problem wivil-r

a STOP nessaps was in efiecr.



Note th.t STOP and START message; can occur without any start delays accumulating.

{1f, for inatance, no aircraft were scheduled to enter during this interval.)

DA - 05 Duration of Start Delays to Airerafc (DSTADLD)
The cumuiative duration of start delays. For easch affected aircraft, the start
dalay equals the difference between its schaduled start time and the time a START

message is entered.

When traffic is stopped and then restarted all aircraft have cheir problem entry

time adjusted to keep the otiginal spacing intact.

DA - 06 MNumber of Hold and Turn Delays to Aircraft (NOHTDLD)
The number of occasions that aircraft are put into a hold or a turn lasting wore

than 100 seconds. This is counted aircraft under control.

DA - 07 Duration of Hold and Turn Delays to Aircrafr (TMHIDLD)

The cumulative time of hold and turn delays.

Hote that hold and turn delays occur only within the sector, and that turn delays
are counted only after 100 secouds. This is to allow course changes to be counted

as such.

DA - 08 MNumber of Handoffs Accepted (NOHDFAD)

The number of aircraft handed off and accepted by the subject controller.

DA - 09 Har+doff Acceptance Deiay Time (MDFDELO)
The cumulative time berween a nandoff and the acceprance of that aircrafr by the

subject.

DA -~ 13 HNumber of Contacts {(Ground to Air) {(ROCTCSD)

The number 9 ¢ imes ~icTopuone fransmission is made by the subject.



DA - 11 Duration of Contacts (Ground to Air) (DUCTCSD)

The cumulstive time of ground to air contacts.

DA - 12 Total Delays (Hold + Turn + Start) (TODLYND)

(DA - 04) + (TA - 06)

DA - 13 Total Delay Time (TODLTID)

(DA - 05) + (A - 07)

DB - 01 HNumber of Aircraft Handled {NACHDLD}
The number of aircraft that are accepted onto the subject frequency, or enter the

sector. (See Control Rule above.)

DB - 02 Aircraft Time Under Control (ACTUC D)

The amount of time aircraft are under control, summed For all aircraft handled.

DB -~ 0} Average Aircraft Time Under Control {(ACTUCAD)

(DB - 02) divided by (DB - 01)

DB - 04 Target Spacing Analysias - A (TSA A&LD)
The ntumber of instances that aircraft violate the separation standard of & wmiles
horizontal spacing and 950 feet vertical spacing. At least one of the sircraft

involved must be under control (see Control! Rule above).
The measure is also referred to as 4 mile conflicrs.

DB - 05 Targer Spacing Analysis - B (TSA B5D)

Same a3 above with 5 mile horizontal separation.

DB - 06 Target Spacing Analysia -~ ¢ (TSA C3D)

Came 13 above with 3 mile horizontal separation.

DB = 07 Yuerarion of TSa-aA (DURTSAID

The cumunlative guration of & mile conflicrs.



DB - 08 Duracion of TSa-B (DURTSED)

The cumulative duration of 5 mile conflicts.

DB - 09 Duraction of TSA-C (DURTSCD}

The cumulative duration of 3 mile conflicts.

DB -~ 10 Aircrafe Distance Flown {ACDSTFD)

The cumularive distance in miles flown by aircraft while under cont;olw

DB - 11 Fuel Consumption (FUELCODD)

The cumulative fuel in pounds consumed by aircraft under control.

DB - 12 Number of Completed Flights (NCPFTSD)
The mmber of aircraft accepted by the subject that reach their descinarion and
are transferred by frequency change. Conerol, as defined by the Control Rule,

aust be relinquished ac the destination point to be counted as a completed flight.
Note that flights under control when the data period begins are complatable.

DB - 13 Arrivel aAltitudes Attained (ARVLATD)
The number of arrival aireraft whose flight is completed within 100 feet of their

goal altitude.

DB - 14 Departure Altitudes Attained (DPTRATD)

Same g3 above for departure aircrafc.

DB -~ 15 Aircrafr Time in Soundary (ACBTM D)

The cumulative cime that aircraft under contro! are within the rest sector.

SEM System Effectiveness Measuré

(Sce Appendix C)

CPM Controller Performance Measure

{See “unondix C)



APPENDIX C

DEFINITIONS AND USAGES
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APPENDIX D

SUPPLEMENTARY TABLES
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TABLE 4. CONFLICT FACTOR

Factor Score Coefficients

Davy 1 Dav 2 Dav

Path Changes -.02 .03 -.03
Handoff Accept Delay Time .03 ~-.02 .00
Number of Ground to Air Contacts .03 .01 -.01
Duration of Ground to Air Contacts .04 .00 .01
Total Delavs -.06 -.07 -.03
Total Delav Time ~-.07 -.04 -.03
Time Under Control .01 .01 .01
Target Spacing Analysis A _ . .17 .23 .19
Target Spacing Analysis B .10 .24 .18
Target Spacing Analysié c .19 <15 .26
Duration Target Spacing Analysis A 7 .25 .17 .20
NDuration Target Spacing Analvsis B .20 .22 .13
Duration Target Spacing Analysis C 24 .19 .25
Aircraft Distance Flown Under Control -.04 -.05 .00
Fuel Counsumption Under Control -.03 -.05 .02
Arrival Altitudes Attained Completed Flights -.03 .16 -.06
Time in Boundary _ .08 -.01 -.03



TABLE 5. OCCUPANCY FACTOR

Factor Score Coefficients

Path Changes

Handoff Accept Delay Time

Number of Ground to Air Contacts
Duration of Ground to Air Contacts
Total Delays

Total Delay Time

Time Under .Control

Target Spacing Analysis A

Target Spacing Analysis B

Target Spacing Analysis C

Duration Target Spacing Analysis A
Duration Target Spacing Analysis B

Duration Target Spacing Analysis C

Aircraft Distance Flown Under Control

Fuel Consumption Under Control

Arrival Altitudes Attained Completed Flights

Time in Boundary

Dav 1 Dav 2 Dav
.01 -.15 .00
-.18 .20 .07
-.03 -.04 -.02
-.05 .03 -.00
.00 -.06 11
.06 -.06 -.13
.28 .39 .32
.03 -.05 0
.04 -.03 .02
-.03 -.04 -.06
-.03 .08 -.00
.03 .08 .10
-.06 .00 -.04
.27 .03 .16
.28 .25 25
~.04 -.28 -.02
.15 46 .34



TABLE 6. COMMUNICATIONS FACTOR

Factor Score Coefficients

Path Changes

Handoff Accept Delav Time

Number of Ground to Air Contacts
Duration of Ground to Air Contacts
Total Delays

Total Delav Time

Time Under Control

Target Spacing Analysis A

Target Spacing Analysis B

Target Spacing Analvsis C

Duration Target Spacing Analysis A
Duration Target Spacing Analysis B
Duration Target Spacing Analysis C
Aircraft Distance Flown Under Control’
Fuel Consumption Under Control

Arrival Altitudes Attained Completed Flights

Time in Boundary

Dav 1 Dav 2 Dav 3
.34 .37 .36
.06 -.04 .00
.38 .36 .37
.39 .33 .38

-.02 .03 -.05

~.05 .00 .02

-.01 -.04 -.01

-.07 - -.02 .00

-.11 .01 -.06

-.00 .01 .02
.09 -.03 -.02
.01 .02 -.05
.10 -.03 .06

-.05 ~.04 -.02

-.04 -.09 .02
.04 23 .03
U9 .00 ~-. 01



TABLE 7. DELAY FACTOR

Factor Score Coefficients

Path Changes

Handoff Accepﬁ Delav Time

Number of Ground to Air Contacts
Duration of Ground to Air Contacts
Total Delays

Total Delay Time

Time Under Control

Target Spacing Analysis A

Target Spacing Analysis B

Target Spacing Analysis C

Duration Target Spacing Analysis A
Duration Target Spacing Analysis B
Duration Target Spacing Analysis C
Aircraft Distance Flown Under Control

Fuel Consumption Under Control

Arrival Altitudes Attained Completed Flights

Time in Boundary

Day 1 Day 2 Dav 3
-.06 -.00 .07
.20 .06 .09
-.03 -.01 -.01
-.03 .01 -.09
LA .43 .33
45 43 .55
.03 -.07 -.04
.04 -.07 -.06
.16 -.15 -.10
.00 .10 -.01
-.13 07 .10
-.08 ~-.10 -.05
-.11 .25 -.00
.08 .02 .05
-.01 .04 .03
.05 -.05 .0l
-.12 -.07 -.13
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TABLE 8. FACTOR SCORE CROSS VALIDATION CORRELATION (SHEET 1 of 2)

Conflict Factor

Factor Scores Computed Using Standard Scores of Dav One Data

Day 1 Coefficients Day 2 Coefficients Day 3 Coefficients

Coefficients 1.0000 .9337 .9802
Coefficients 1.0000 .9259
Coefficilents 1.0000
Factor Scores Computed Using Standard Scores of Day Two Data
Day 1 Coefficients Day 2 Coefficients Day 3 Coefficients
Coefficients 1.0000 L9177 .9752
Coefficients 1.0000 .9293
Coefficients 1.0000
Factor Scores Computed Using Standard Scores of Day Three Data
Day 1 Coefficients Day 2 Coefficients Day 3 Coefficients
Coefficients 1.0000 .9272 _ L9769
Coefficients 1.0000 .9261
Coefficients 1.0000
Throughput Factor
Factor Scores Computed Using Standard Scores of Day One Data
Day Ll Coefficients Day 2 Coefficients Day 3 Coefficients
Coefficients 1.0000 .8146 .94138
Coefficients 1.0000 L9141
Coefficients 1.0000
Factor Scores Computed Using Standard Scores of Day Two Data
Day | Coefficients. Day 2 Coefficients Day 3} Ceoefficients
Coefficients 1.0000 .6924 ' .8797
Coefficients 1.0000 .8991
Coefficients 1.0000
Factor Scores Computed Using Standard Scores of Day Three Data
Dav 1 Coefficients Dav 2 Coefficients Day 3 Coefficients
Coefficients 1.0000 L7401 .8954
Coefficients 1.00400 .9184
Coefficients 1.0000
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TABLE 8. FACTOR SCORE CROSS VALIDATION CORRELATION (SHEET 2 of 23

Communications Factor

Factor Scores Computed Using Standard Scores of Dav One Data

Dav 1 Coefficients Dav 2 Coefficients Dav 3 Coefiicients

Coefficients 1.0000 .9282 .9789
Coeffiicients 1.00C0 .9425
Coefricients 1.0000
Factor Scores Computed Using Standard Scores of Dav Two Data
Dav 1 Coefficients Dav 2 Coefficients Dav 3 Coefficients
Coefficients 1.0000 .9429 . 9855
Coefricients - 1.0000 - .9535
Coefiicients _ 1.0000
Factor Scores Computed Using Standard Scores of Dav Three Data
Day 1 Coefficients Dav 2 Coefficients Dav 3 Coefficients
Coefficients 1.0000 .9316 .9802
Coefficients 1.0000 .9339
Coefficients 1.0000
Delav Factor
Factor Scores Computed Using Standard Scores of Day One Data
Dav 1 Coefficients Dav 2 Coefficients Dav 3 Coefficients
Coefficients 1.0000 .8462 L9404
Coefiicients 1.0000 L9411
Coefiicients _ 1.0000
Factor Scores Computed Using Standard Scores of Dav Two Data
Dav 1 Coefficients Dav 2 Coefficients Day 3 Coefficients
Coefficients 1.0000 . 86350 L8440
Coefficients 1.0000 .9610
Coefficients ' 1.0000
Tactor Scores Computed Using Standard Scores of Dav Three Data
Day 1 Coefficients Dav 2 Coefficients Dav 1} Coefficients
Coefficientcs 1.0000 .8096 L2329
Coefficients 1.0000 .9251
Coefficients 1.0000



JACL

DACYS

DALG

D%;l
oA12
DAl3
DBO2

DBO4
DBOS
DBO6
1o): 1ol
DBdB
oBO9
DBlC

DBl1l

DB13

DBLS

TABLE 9.

FACTOR SCORE COEFFICIENTS FOR FULL FACTORS

factor dnalvsis of STl 1T Data

Conflict Qccupancy Communicarion Zelav

Path Changes -.02 .00 .38 .00

Hand-off Accept Delay Time .00 .07 .00 .09

Number Ground-to-Air Contacts 01 .03 .37 -.01

Curation Ground-to-Air Contacts .01 00 .38 -.03

Total Delavs -.06 .00 ~,02 A3

Tectal Delay Time -.04 05 .00 .45

Time Under Control 01 .32 - .01 -.04

TSA-4 {Number of 4 Mile .19 .03 ~.02 -.06
Conflicts)

TSA-5 (NMumber of S Mile .18 .02 ~-.06 -. 10
Conflicts)

TSA-3 {(Number of 3 H4ile .19 .04 .0l .00
Conflicts)

Duration TSa-4 (Duration .20 .03 -.02 .07
of 4 Mile Conflizts)

Duration TSA~S (Duration .20 .08 .01 -.08
of S Mile Conflicts)

suration TSA-3 (Duration .24 .04 06 ale]
of 3 Mile Conflicts)

Aircraft Distance Flown Under .00 .16 -.04 .38
Control

Tuel Consumption Urnder Control =-.03 .25 -.04 .03

Arrival Altitude Attained -.03 .02 .04 .01
Completed Flights

Time in Boundary -.0l .34 .00 -.12
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TABLE 10. FACTOR SCORE COEFFICIENTS FOR VERY SMDOTH FACTORS

Factor analvsis of SEM IT Data

Conflict Occupany  Communication Delay

DAO1 Path Changes * * .36 *

DAQOY Hand-off Accept Delay Time * : * * .09

DALIQ Number Ground-to-Air Contacts * * .37 *

DAll Duration GCround-to-air Contacts * * .38 *

DAl2  Total Delays * * * .43

DA13  Total Delay Time * * * .45

DBO2 Time Under Control * .32 * »

DBO4 TSA-4 (Number of 4 Mile .19 * * *
Conflicts)

DBOS TSA-5 (Number of 5 Mile .18 * : * *
Conflicts)

DBOG TSA-3 (Number of 3 Mile .19 - ' * *
Conflicts)

DBO7 Duration TSA-4 (Duration .20 * * *
of 4 Mile Conflicts)

DBO8 Duration TSA-5 (Duration ".20 * * *
of 5 Mile Conflicts)

DBO9 Duration TSA-3 {(Duration .24 * * *
of 3 Mile Conflicts)

DBLO Aircraft Distance Flown Under * .16 * *
Control

DBll  Fuel Consumption Under Control * .25 * *

DBl3 arrival Altitude Attained * » * *
Completed Flights

DB1S Time in Boundary * .34 . *

(* = _OO)
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DAQL

DAQ9
DALQ
DALY
DAl2
DAl3
DBOZ2

DB0O4

DBOS

DBO6

DBO7

DBO8

oBOQ

DE1Q

DR11

DBl3

DR1S

(* =

TABLE 11. FACTOR SCORE COEFFICIENTS FOR VERY 5™

Tactor Analvsis of STtM II Darta

100TH FACTORS

Path Changes

Hand-off Accept Delay Time
Number Ground-to-Air Contacts
Duration Fround—to—Air Contacts
Tetal Delays

Total Delay Time

Time Under Control

TSA-4 (Number of &4 Mile
Conflicts)

TSa-5 {(Number of S Mile
Conflicts)

TSA-3 (Number of 3 Mile
Conflicts)

Duration TSA-4 (buration
of 4 Mile Conflicts)

Duration TSA-S (Duration
of 5 Mile Conflicts)

Duration TSa-3 (Curation
of 3 Mile Conflicts)

Aircraft Distance Flown Under
Control

™iel Consumption Under Control

Arrival Altitude Attained
Completed Flights

Conflict Occupancy  Communication Delay
* * .37 b 4
* * * *
t * ‘3‘7 *
* * .37 *
* * * Cllt
* * * 44
» .26 * L
.20 * * *
'20 * * +*
20 * * *
.20 * * *
.20 * * *
.29 * * *
* .26 * *
* .26 * L ]
] * » *
L -26 » «

Time in Boundary

.CO)
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TABLE 12, SORTED ROTATED FACTOR LOADING, SEM I, SECTOR 14 DENSITY 1

FACTOR FACTOR FACTOR FACTOR FACTOR
1 2 3 4

DBO2 15 .988 .000 .000 .00n
DB1O 23 .975 .0n0 .000 .000
DRI! 24 .971 .Hoo .000 .Hoo
DRL5 28 L604 . 564 .000 .000
DAL13 13 .000 L300 .D00o .000
DROS 18 .000 .757 .00a .Q00
DBOG 17 .000 .695 2330 000
DBC8A 21 .378 .693 .320 .000
DA12 12 -.251 h7G .263 N00
DBO6 i9 .000 .000 .G53 .000
DRO9 22 .000 .N0o .937 .000
DBO7 20 .000 .296 824 .0on
DALl 11 000 D00 .000 LB15
DALO 10 .000 -.262 .000 .802
DAQ] 1 .000 .N00 .N00 795
DAQ9 9 .251 .000 .00n .698
DB13 26 ' .000 .000 .259 337

VP 3.596 3.283 2.888 2.702

The above factor loading matrix has been rearranged so that the columns appear
in decreasing order of variance explained by factors. The rows have been
rearranged so that for each successive factor, loadings greater than 0.500
appear first, loadings less than 0.250 have been replaced by zero. For
explanation of the abbreviations used in the first column, see appendix R,
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TABLE 13. SORTED ROTATED FACTOR LOADING, SEM 1, SECTOR 14 DENSITY 2

FACTOR FACTOR FACTOR FACTOR
1 2 3 4

NBO6 19 .934 .000 .000 .000
DBO4 17 .929 .000 .000 .000
DBO7 20 .922 .000 .000 .000
DBO8 21 .914 .318 .000 .000
DBO9 22 911 .000 .000 .000
DBO5S 18 ' .850 .000 .000 .000
pal3l 13 .B22 .000 .255 -.300
DRO2 15 .358 .909 .000 .000
DBI1O 23 347 .895 .000 .000
DBL1 24 .372 .886 .000 .000
DAL2 12 .000 -.589 .000 -.258
DALD 10 .000 .000 L917 .000
DAO1 1 .000 .000 .751 .000
DAll 1t .000 .254 L7647 L0D0
DB13 26 .000 .000 .000 .866
DB15 28 .387 .000 .000 .820
DAO9Y 9 .310 .000 NN ~-.151

vp 6.357 3,108 2.336 1865

The above factor loading matrix has been rearranged so that the columns appear
in decreasing order of variance explained by factors. The rows have been
rearranged so that for each successive Factor, loadings greater than 0.500
appear first, loadings less than 0.250 have been replaced by zero, For
explanation of the abbreviations used in the first column, see appendix B,
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TABLE 14. SORTED ROTATED FACTOR LOADING, SEM I, SECTOR 14 DENSITY 3

FACTOR FACTOR FACTOR FACTOR
! 2 3 A

DBO4 17 .936 .000 .000 .000
DBO6 19 .922 .000 .000 .000
DBOS 18 .906 .000 .00 .000
DBRO7 20 .887 .347 .000 .000
DROS 21 .873 .34 .000 .N00
DBOY 22 LR01 L407 .000 .000
DBO?Z 15 .356 .883 .000 .000
DBLO 23 .365 .876 .000 . 000
15: 3 B 24 362 .859 -.289 ©.000
DAO9 9 .000 .527 .356 . 264
DAL2 12 .000 -.291 .B7R .000
DAL3 13 .000 .000 .861 . 000
DBIS 28 421 .N00 -, 107 .338
DALO 10 .000 .000 ,000 .853
DB13 26 .268 .000 .000 677
DAO1 1 .000 .000 - .000 .660
DAll 11 .000 .356 490 .A15

VP 5.425 31.278 2.735 2.238

The above factor loading matrix has been rearranged to that the columns appear
in decreasing order of variance explained by factors. The rows have been
rearranged so that for each successive factor, loadings greater than 0.500
appear first, loadings less than f1.250 have been replaced by zero. For
explanation of the abbreviations used in the first column, see appendix B,
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TABLE 15. SORTED ROTATED FACTOR LOADING, SEM I, SECTOR 16 DENSITY 1

FACTOR FACTOR FACTOR FACTOR
1 2 3 4
DBO4 17 .916 000 .noo 000
DBO8 21 .B76 .000 000 .000
DRO6 19 .858 .000 .000 000
DBO7? 20 . 764 .295 -.432 000
DBG5 18 L7113 -.1387 .256h .0G0
DRB10O 23 .000 .967 . 00N .000
DRO2 15 .N00 .952 000 .000
DR11 24 .000 .948 .000 .000
DALO 10 .000 .000 LI57 NGO
- DAOI H . 000 .436 L7513 .000
DBOY9 22 .528 . 306 ~-. 661 .000
DALl 11 .000 .000 627 ' . 330
DB13 26 .000 .000 000 .939
DAL3 13 .000 .000 .000 -.836
DB15 28 .000 . 508 .N00 .H40
DAD9 9 -.391 000 .000 L350
DAl2 12 .000 000 ~.298 .N00
VP 3.934 31.665 2.481 2.217

The above factor loading matrix has been rearranged to that the columns appear
in decreasing order of variance explained by factors. The rows have been
rearranged so that for each successive factor, loadings greater than 0.500
appear first, loadings less than 0.250 have been replaced by zero. For
explanation of the abbreviations used in the first column, see appendix B.
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TABLE 16. SORTED ROTATED FACTOR LOADING, SEM I, SECTOR 14 DENSITY 2

FACTOR FACTOR FACTOR FACTNR
1 2 3 4
DBRI11 24 961 .000 .000 .000
DBO2 15 .949 000 000 .000
DBIN 23 .938 .000 .000 .00
DAL2 12 -.692 L0nn . 000 .000
DPAOI 1 .542 000 JLBA .000
DBO6 19 .000 874 .000 .000
DBO7 20 .000 .839 000 .000
DRO4 17 L0000 .817 .000 .000
DBOY 22 .000 .776 .000 .N00
DALO 10 .000 L000 .852 .000
DAll 1! .000 .000 .B36 .000
DAQO9Y 9 .000 .000 .806 .000
DBOS 14 .000 .505 -.537 .000
DBI13 26 000 .000 . 266 .897
DAL3 13 .000 .000 -. 264 -.839
DBIS 28 .000 .000 .000 LT74l
DBOS 21 .284 Al6 -.409 -.174
VP 3.686 3.305 3.031 ' 2.432

The above factor loading matrix has been rearranged to that the columns appear
in decreasing order of variance explained by factors., The rows have heen
rearranged so that for each successive factor, loadings greater than 0.500
appear first, loadings less than 0.250 have been replaced by zern. For
explanation of the abbreviations used in the first column, see appendix R,

D-17



TABLE 17. SORTED ROTATED FACTOR LOADING, SEM I, SECTOR 16 DENSITY 3

FACTOR FACTOR FACTOR FACTOR
I 2 3 : 4
DBO7 20 .931 000 .000 .0G0
DBO9 22 .926 .000 000 .000
DBOS 18 911 000 .000 .000
DBO4 17 .909 .000 .000 ety
DRO6 19 .B94 .000 000 .000
DBO8 21 .803 . 340 -.258 000
DB11 24 .000 L951 000 .D00
D310 23 000 947 .000 .000
DBO2 IS5 .D00 .928 .hon .Noo
DAL2 12 . 000 ~.623 L3147 L0090
DAODY 9 .000 000 . 787 N00
DALl 11 -.364 000 .718 .000
DAIOD 10 ~-.380 .No0 617 000
DAOL 1 .000 .386 . 507 L0060
DAL3 13 .000 .000 000 -.869
DBi3 : 26 .0D0oo0 .000 .000 .850
DB15 28 ~-.255 JA46 N00 .936
VP 5.361 3.718 2,051 1.984

The above factor loading matrix has heen rearrtanged to that the columns appear
in decreasing order of variance explained by factors. The rows have been
rearranged so that for each successive factor, loadings greater than 0,500
appear first, loadings less than 0.250 have been replaced bv zeroa. For
explanation of the abbreviations used in the Ffirst column, see appendix R.
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APPENDIX E

COMPUTATIONS OF RUN SCORES BASED ON THE INDEX OF ORDERLINESS



THE INDEX ¥ ORDERILINESS

A. George Halverson derived the Index of orderllness as a measure of the risk
of collision of an alr traffic control situation. References 10, 1il, 12, and
13 of the main body of this report contain the technical hmackground.
Halverson's original work, particularly as described in an unpublished
technical note of August 1971, "Index of Orderliness: Proposed Measure of

ATC System Performance", contains many altermative formulatlions. Some of
these allow for accelerated motion, turns, etc. In many cases the 1ndex
values are not constralned to lie between zero and one. Some of these Indices
are inversely proportional to the miss circle or miss volume with or without a
time—dependent exponential damping term. Halverson discussed several means of
obtaining an overall rating, including frequency analyses and use of
autocorrelation functions.

In the Alr Traffic Control Simulation Facility {ATCSF) the instantaneous irdex
of orderliness for two targets has been implemented In the form:

(1) ADD=z, * ry * e~btm
where: tp is the time to minimm horizontal separatlon, in minutes
rn 1s the normalized horizontal separatlon at minimum horizontal
separation (CPA)
and: 2y 1s the rormalized vertlcal separation at CPA.

Tis version of the index of orderliness 1s essentlally a measure of the risk
{probability) of a confliction occurring if no control action is taken and all
targets continue on stralght, unaccelerated flight paths. The Index is
roughly proportional to the ratio of a) the wolume of a cylinder with helght
equal to the altitude separation at CPA (ZRMIN) and radius of the horlzontal
miss distance (REMIN) to b) the wolume of a cylinder of helght equal to the
critical altitude separation, ZRCR, and radius of the critical horizontal
separation, RCR. The negative exponentlal term discounts potential
conflictions In terms of their dlstance in time.

In the ATCSF the value of the risk index, ADD, 1is calculated every slmulatlion
time step (normally every second)} for all active targets, palrwlse. The
calculations performed during data reduction and analysis (DR&A) in the ATCSK
are as follows:

Consider two targets (1) and (2), with coordinates (x(1),y(1),z(1)) and (x(2),
vy(2),z(2)). Define their respective velocity components as (XDOT(1},YDOT(1),
ZRATE(1)) and (XDOT(2),YDOT(2),ZRATE(2)).



Then:

Separation between the two targets 1s -

in X coordinate, XR=X{1)-X(2}

in Y coordinate, YR=Y(1l)=-Y(2)

In Z coordinate, ZR=Z(1)-Z(2)

and the square of the horizontal separation, RSQ = XRZ+YRC

Relative velocity components—
In X, XRDOT = XDOT(1)-XDOT{2}

in YI, YRDOT = YDOT(1)-YDOT{(2)

in 7, 7RATER = ZRATE(1)-ZRATE(2)

Horizontal speed, SPEED = (XRDUTE_’rYRDOI‘Z’)li
Relative distance to CPA, PATHL = XR«XRDOT+YR-YRDOT

Horizontal separation at closest polnt of approach (CPA) -
FMIN = |YRDOT-XR - XRDOT+YR| /SPEED

Time to CPA -
TRMIN = -PATHL/(SPRED?) .

Vertical separation at CPA -
ZRMIN = |ZR+ZRATE-TRMIN|

For SEM the critical horizontal separation, RCR, was set at 10.0 nmi, and the
critical vertical separatlon, ZRCR, was set at 1,000 feet.

Egquation {1) becomes:

(2) ADD = e-(TRMIN/60). (ZRCR-ZRMIN) .(RCRZ—-RMIN?Z)
ZRCR RCRE

where ADD is the Instantaneous Index for two tarpgets.

The Instantaneous (or every second) risk index, ADD, was subjected to a set of
constraints. ADD was set to zero if-

a) ADD calculated 1s less than 0.01

b) Range 1s not closing, i.e.: RSQe=1>RSQr=1-1



) “The minimum range at S PA, RMIN, is greater than RCR

d) The minirmm altitude separation at CPA, 7ZRMIN, 15 greater than 7RCR

e) Time to CPA,TRMIN, is greater than 420 seconds {7 minutes)

) Either target is a departure flying below 1,000 Ceet.

g) Targets are locked onto parallel IIS courses

h) FEither target has landed or is inactive (during the one-minute lnterval)

The risk measure for a pair of targets for a minute ls taken as the maximue
value of ADD for that pair [or that minute. The risk for a controller
fsubject) for a minute 1s the risk of at least one conflictlon occurring
during that minute. This is equal to 1.0 less the risk of no conflletlons,
which 1s the product over the palrs of 1.0 mims the risk of conflictlon.
i=n
(3) I00=1.-(1.-ADDy) - (1.-ADDp) * (1.-ADD3)-"** (lL.~ADp)= 1.- n'(l.-ADDi)
: i=i

A single value 1is needed to express the index of orderllness for a run. Throe
different cumulation methods were evaluated for obtaining a measure compatable
with the SEM measure set and the SEM experimental conditions. These were the
arithmetic mean,ORD1, the variance, CRD2, and the cumilative probability
function,ORD3, of the index.

For a run of n minutes duration, the minute-by-minute values of the index,T0H,
(equatlion 3) are cumlated by:

1=n
E tsre——r .
(4} ORD1 = 1i=1 I004 = 100
n
i=n
z
(5) ORD2 = i=1 (I004-T00)2
{n-1)
1=n
(6) ORD3 = 1.0- 7L (1.-1004)

i=f
Note that ORD3 will be identically 1.0 If at any instant durlng the simulation

the risk of conflletion 1s 1.0. In addition, the maximm value of ORD3 woum
be 1.0, no matter what else occurred in the balance of the run.
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APPENDIX F

LIST OF TERMINAL AREA SYSTEM EFFECTIVENESS MEASURES



Given balow i3 a list of proposed measuyres for SEM exparimencs .n the terminal
environmentc. The major feature of thase measures is their diviaion into groups
as follows.

Group 4 - 3ystem measures (Deliys, Throughput, Compunications)

Group B ~ System measures (Conflicts)

Group C - Radar Advisory Aircraft

Group D - IFR Aircrafc

Group E - VFR Airecrafc

All dara messures will be calculaced for -the controiler team as wall as che

North and South controiiers individually.

Group A - ‘Systam Elamencs)

\.  Number of Aircrafr Handled - The number of aircraft entering the

boundary of the sasctcr, defined 21 being within the sectorsy vertical
_ and horizoncal limits (10,000 feet by 18 naucical miles from the radar
centar

7. tNumber of Complered Flights - Flights enctering the boundary and

reaching ultimate points; arrivals - the middle marker; departutes -
the system boundary (horiz. or vert.) at ot above a spacifiad 4ltit;d¢,
over or within 5 miles of a specified fix. A Ffix passage plus or
minus 5 miles wiil De sensed aven chough passage may be well above
the seccor norizoatal boundary
Altitudes - IFR Types 1-8 > 3000 fr.
I[FR Types 9-12 > 6000 ft

VFR  All > 2500 fr.



10.

il.

”
(&)

13,

aircraft Tima Under Control - The amount of time aircraft are wichin

the boundary, summed over all aircraft

Number of Start Delavs to Aircraft - The number of instances that an

aircraft was schedujed to enter the problem while a STOP mmssage was
in effect.

Turn and Hold Dalays - “he aumbar of occasions aircraft within the

boundary are put into a hold or a turn lasting more than 70 seconds.

Toral Delays - Turn and Hold Delays plus Starc Delays

" Srart Delay Duratioun - The cumulative duration of Start Delays. For

each affecced sircraft, the starc delay equals the diffarence betuwesn
its scheduled scart time and the Cime a $Tarfg massage is entered.

Turn and Hold Duraction - The cummlative duration of Turn and Held

Delays wichin the boundary.

Total Delay Duration - The cumulative duracion of Start Delays as well

as Hold and Turn Delays within the boundary.

Nuymber of Path Changes = The mumber of sltirude, heading, and speed

changes issued to aircraft within the boundary.

Number of Path Changes Outside Boundary ~ The number of altituda,

headiag, and speed changes issued to aircraft cutsige the boundary.

Sumber of Handoffs Accepted - The total number of sircraft handed off

and accepted by che subject concroller (inside the boundary, oculside
the Soundary, and norz=h to south within the boundarcy:.

Hand-off Accent DJelav Time - The cumulacive time ktetween a handoff and

the acceptance of that aircraft by the subject conc-oller.

Number of Handoffs Ourside che Boundary - The total number of aircrafe

handed off and accepred by the subject controller outside the boundary.
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L5.

16,

18.

19

2C.

23.

L2
[

Morth-South Hand-offs Accepted - The rotal number of aircraft handed

aff between the two mambers of the controller feam.

North-Scuth Hand=-off Delay Time - The cumulative quration of

North=-Souch Hand=offs Accepted.

Aircrafr Distance Flown - The distarce flewn by aireraft within the

boundary sumned over all aircraft.

sireraft Fuel Consumption ~ The cumulacive fuel in pounds consumed

by aircrafr within the boundary computed using the ATCSF fuel
consumption modal.

Number of Arrivals - The number of completed arrivals for both IFR

and YFR sircrafc.

Humbar of Depsarrtures - The number of departures for both IFR and

VFR aircraft.
Q;n;;;ng;_Al;i;nﬁ;_ﬂg;_ﬂ;;gingg -~ The nupber of departing aircrafr
which do not climb above:

I¥R (Category l-3) - 3000 feet

IFR (Catagory 9-12} - 6000 feec

VFR - 2500 feet

Missed Approaches - The number of systam generaced missed approaches.

Aireraft misaligned with the ILS are spontsnecusly sent into missed
approach scatus.

Ground-ta-iir Tonzacts - The numbar of times microphone transmission
-

i3 mede by the subject or team.

Ground-co—Air Contacta Duration - The cumulative time of ground-to-air

contacts.

Arrival Interval (Seconda) - The average number of saconds betvaen

completed azrrivals.
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26.

28.

29.

30.

31

32.

33.

Arrival Interval Variance {Seconds) — The variance in the distribution

of arrival intervals.

Arrival Incerval (Miles x L00) - The average number of miles betwaen

an arrival and the next arrival for all arrivals in the 60 minuce
CesC pericd times 100.

Arrival Interval Variance {Milas x 100) - The variance in che

disecribution of Arrival Intervais for miles x 100
ILS Clearances - The number of aircraft cleared to the Instrument

Landing Syscam (ILS).

Control Actiona After ILS Approach Clearsnce - Aircraft cleared for
ILS approach will complete that approach unless anocher clearanca,
other than a speed control is given. These actions, after the
approach clasrance, are countad and shown under this heading.
Missed approaches: The ATCSF already provides an automatic
missed approach Lf an aircraf: which has been clesred for an
ILS approsch 13 physically positioned such that it is impossibie
to parform the zpproach. The controller has the option of
requiring 7rectors for spacing after an approach ciearance.

Number of 3arrier Delays - The number of inscances a subject asks

that all enrering traffic be halted.

Barrier Delay Duration - The cumulative time that barrier delays

remain in affect. The beginning of a barrier delay :3 raferred to
a3 a STOP measage and its tarmination as a START massage.

Aircraft Displaved - The total number of aircrafc displayed on the CRT.




b,

35.

36,

7

38.

j9.

2

Aircraft Time Displaved - The zumulative duration of time ia which

aczive aircraft are displayed tegardless of their positicn or
classtfication.

Toral Fuel Consumpcion - The zumlacive fuel consumption of all

active aircraft in the problem regardless of their position or

classification.

Total Disrance Flown - The cumulacive distance flown by all sctive

aircraft in the problem regardless of their posirion or classificacion.

Bnecontroiled Aircrafr Displayed - The numbar of uncontrolled

aircrafc displayed.

Uncontrolled Aircrafc Time Displayed - The cumulative duraction in

which uncontroiled aircrafc are displayed.

Controller Keybosrd Ervors - Keyboard arrars which are decectable

as such through the baseline ATCSF software

Pilot Keyboard Errors - Keyboard errors by simulator operators which

are detecctable as such through the baseline ATCSF software

Group B - {System Elementcs)

Target Spacing Analysis 4.0 for IFR Aircrafe (TSIFR 4.0-95Q fr.) -

The number of instances that IFR aircraft violace che separacion
standard cf 5 miles horizontal spacing and 950 feer vertical spacing.
Both airetraft involved must be under IFR cenirci and wichin the
boundary.

Target Soacing Analvsis 3.0 for IFR Aireraft (TSIFR 3.0-950 fe.) -

Same as TSIFR 4 0 except horizontal separation ia 3 milas.



43,

45.

uh.

a7,

48,

49

50.

51.

52.

53.

54,

Target Spacing analysis 2.5 for IFR Airgrafc (TSIFR 2.5=950 ft.) -

Same as TSIFR 3.0 except horizontal separaction is I 5 milea

Target Spacing Analysis 2.0 for IFR aircraft {TSIFR 2.0-950 fc.) =

Same as TSIFR 2.5 except horizental separacion ts 2.0 miles.

Target Spacing Analysis 1.0 for IFR Aircraft (TSIFR 1.0-950 ft.) -

Same as TSIFR 2.0 except horizontnl-separl:ion is 1.0 mile

Duration TSIFR 4.0 The cumulative duration of 4.0 mile conflicty

for IFR ailrcrait.

Duration TSIFR 3.0 - The cumulative duracion of 3.0 mile conflices

IFR aircraft.

Duration TSIFR 2.5 - The cumulative duracion of 2.5 mile conflices

for IFR aircraft.

Duration TSIFR 2.0 - The cumulative duration af 2.0 mile conflicCs

for [FR aircrafc.

Duration TSIFR 1.0 - The cumulative duration of 1.0 mile conflices

for IFR aireraft.

Target Spacing Analysis 2.0 for VFR Aircrafe {TSVFR 2.0-450 fc.) -

The number of insctancea that VFR aircraft violate the separation

standard of 2.0 miles Gorizontal spacing and 450 ft. vertical spacing

Yelow a height of 6,500 fest and within a radius of 10 miles of che
-~adar center. AL least one sircraft must be VFR.

Target Spacing Analysis 1.5 for YFR Aireratc -TSVER ..3-450 fr.) =

Same as TSVFR 2.0, but with horizoncal separacion of 2.0 miles

Target Spacing Analysis 1.0 for YFR Aircraft (TSVFR 1.0=450 fr.) -

Same as TSVFR 1.5, but with horizontal separacion of 1.0 mile.

Duration TSVFR 2.0 - The cumuiative duration of 2.0 mile zonfliccs

for VFR aircraft.
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58.

60 .

Duration ISVFR 1.5 - The cumulative durzcion of 1.5 mile conflicts

for VFR aircraft.

Duracion TSVFR 1.0 = The cumulacive duracion of 1.0 mile conflicts

for VFR aircraft.

Target Spacing analysis 4.0 for Aircraft on the ILS (TSILS 6.0} -

The number of imstances that appropriate categarias of aircraft

violare the 6.0 mile separation standard in the table bdelow.

Conflict Separacion Paramecers

Index Trailing Laad Horizoncal Separation
Yo, AfC Size A/C Size fPillbox Radius)

1. Small Small ] miles

2. Small Larga 4 miles

3. Small Heavy 6 milaes

' Large Small 3 miles

5. Large Large J miles

4. Large Heavy 3 miles

7 Heavy Small 3 miles

a. Heavy Large 3 miles

3. Heavy Heavy 4 miles

Target Spacing aAnalyais 4.0 for Aircraft on the ILS (TSILS 4.0) -

The same as TSILS 5.0, except saparation is 4.0 miles.

Target Spacing Analysis 4.0 for Aircraft on the ILS (TSIL3 4.0} -

“he same as TSILS 5.0, except horizomcal separation is 5.0 miles.

Target Soacing Analysisy 3.0 for Airerafc on the ILSE (TSILS 3.3) -

The same as TSILS 4.0, except horizontal separation is 3 0 miles.



41. Duracion of TSILS 6.0 - The cumulative duration of 6.2 mile

conflicts for aircraft on the ILS.

42. Duration of TSILS 5.0 - The cumlative duyration of 5.J mile

conflicts for aircraft on the ILS.

43. Duration of TSILS 4.0 - Same as above, but for 4.0 mile conflices.

54 . Duration of TSILS 3.0 - Same as above, but for 1.0 nile conflicts.

53. ARTS Conflict Alert - The number of ARTS conflict alerts.

66 IFR (3 mile) Cornflicrs Outside Boundary - The number of three mile

conflicts ocsurring ouctside the Soundary for IFR aircraft
Group C - (Radar Advisory Aircraft)

The lisc of measures below is defined here only for Radar Advisory Aircraft.
The countcs and dyrations of these measures are computsd for Radar Advisory
Alrcraft only. In every ocher respect their definition is identical to che
analogous system elements in Group A.

57. Numbar >f Airerafc Handled (RA}

48. Aircraft Time ndar Control (RA}

53 . Number of Start Dalays to Aircrnf:_(RAJ

70. ‘Turn and Hold Delays (RA)

71. Total Delays (RA)

72. Start Deiay Duraction (RA)

71. Turn and Hold Duration {(RAJ



T4

75.

76.

77.

73.

79

Total Delay Duration [RA)

Numbar of Path Changes (RA)

North-South Handoff Accepcs (RA)
North-South Handoff Accept Dalay Time (RA)
Aircrafc Distance Flown (RA)

Aircraft Fuel Consumotion (RA)

Group D - {IFR Aircraft)

The list of measures below 13 deiined here only for IFR aircrazfz. The counta

and durations of these measures Jre computed for IFR aircraft aonly. In avery

other respect cheir definicion is idantical to the analogous iysCem elamants

in Group A.

80,

81,

82.

a3.

84 .

a5.

86.

87.

88.

39

99Q.

9.

92.

93.

Number of Aircrafc Handled {IFR)
Number of Completed Flighes (IFR)
Aircraft Time Inder Control (IFR)
Number of Start Dil;y: Lo Aircraft (IFR)
Turn and Hold Delays (IFR)

Total Delays (IFR)

Scart Deiay Duracion (IFR)

Tura and dold Durarion (IFR)
Total Delay Duracion (IFR}

Number af Path Changes (IFR)
Number of Handoffs Accepted (IFR)
Handaff Accept Delay Time < IFR)
North-3outh Handoff Accepca (IFR)

North-South Handotf Accepc Delay Time (IFR)
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94,

95.

96.

97.

28.

99,

Aircraftc Distance Flown (IFR)
Alrcraft Fuel Consumption (IFR)
Arrivals (IFR)

Departures (IFR)

Departure Altitude Not Attained (IFR)

Missead Approaches (IFR}

Group E - {VFR aAireraft)

The (ist of measures below is defined hare only for VFR aircraft. The counts

and durations of these messures are compuced for VFR aircraft only. In every

other raspect their definirion is idencical co the analogous system clemencs

in Group A.
100. Mumber of Aircraft Handled (VFR)
101. Humber of Compieted Flights (VFR)
102. Aireraft Time Under Coatrol (VER)
101. Number of Start Delayz to Aircraft (VFR)
104. Turn and Hold Dalays {VER)
105, Total Delaya (VFR)
106. Start Dalays Duration (VFR}
107  Turn and Hoid DJuracion (TFR)
108. Tocal Delay Duracion (VFR)
109. HNumber of Path Changes (7FR)
110. North-Soucth Handoff Accepecs (VFR)
111, Norch-South Handoff Accent Delay Tima (VFR)
112. Aircraft Distance Flown (VFR)
113. Airecafr Fuel Consumption (VFR)
114, Arrivals (VFR)
115 Departures {VFR}
116, Departure Altitude Hot Attained (VFR)
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